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AI in science – dusk or dawn? 

 

Вештачка интелигенција у науци: сумрак или зора? 

 
SUMMARY 

The peer review process remains a cornerstone of scien-

tific integrity, ensuring that research findings are criti-

cally evaluated before entering the scientific record. With 

the growing integration of artificial intelligence (AI) and 

the widespread adoption of large language models 

(LLMs) such as ChatGPT, the research and publishing 

landscape is undergoing rapid transformation. While AI 

offers considerable advantages–enhancing efficiency in 

manuscript drafting, editing, and preliminary evaluation–

it also introduces significant risks, particularly when used 

beyond its optimal scope. This viewpoint underscores the 

limitations of generative AI, including the phenomenon 

of "hallucinated" references and the inability to perform 

genuine critical thinking. These shortcomings raise seri-

ous concerns about the validity of scientific content when 

AI is used without appropriate human oversight. Empha-

sis is placed on preserving the human-centered nature of 

peer review, which is vital to safeguarding scientific 

credibility. In doing so, this article reinforces the neces-

sity of evolving editorial and publishing policies, such as 

Elsevier’s updated guidelines on the use of generative AI, 

to ensure responsible integration of these technologies 

into the research ecosystem. 

Keywords: artificial intelligence; ChatGPT; large lan-

guage models; peer-review 

САЖЕТАК 

Процес рецензије представља темељ научне валид-

ности, осигуравајући да резултати истраживања буду 

критички процењени пре објављивања. Са све већом 

интеграцијом вештачке интелигенције (ВИ) и широ-

ком доступношћу великих језичких модела (Large 

Language Models – LLMs), попут ChatGPT-а, научно-

истраживачки и издавачки процес пролази кроз зна-

чајне промене. Иако ВИ доноси бројне предности – 

побољшање ефикасности у писању, уређивању и по-

четној евалуацији рукописа – њена примена изван 

тих оквира носи озбиљне ризике. Овај рад указује на 

ограничења генеративне ВИ, укључујући појаву „ха-

луцинираних“ референци и недостатак способности 

за критичко размишљање, што може угрозити на-

учну поузданост када се ови алати користе без одго-

варајућег људског надзора. Посебан акценат стављен 

је на очување људске улоге у процесу рецензије као 

кључне карике у очувању кредибилитета науке. У 

том контексту, аутори подржавају потребу за ажури-

рањем издавачких политика, попут нових смерница 

издавачке куће Elsevier о употреби генеративне ВИ, 

како би се осигурала одговорна и етичка интеграција 

ових технологија у научноистраживачки екосистем. 

Кључне речи: вештачка интелигенција; ChatGPT; 

велики језички модели; рецензија 

 

The peer review process has long served as a cornerstone of scientific integrity, ensuring that 

manuscripts undergo rigorous evaluation by experts before publication. This system not only 

validates methodological soundness and scientific merit but also provides reassurance to clini-

cians and policymakers that published findings can be reliably integrated into evidence-based 

medical practice. However, despite its value, peer review is not without limitations – chiefly, 

the time-consuming nature of the process and the inherent risk of cognitive and personal biases 

[1]. 

With the advent of artificial intelligence (AI) and, more recently, large language models 

(LLMs) such as ChatGPT, there has been a growing temptation to streamline the scientific 

publishing pipeline. These tools offer appealing solutions to common barriers in scientific com-

munication: drafting outlines, overcoming writer’s block, performing rapid literature summari-

zation, and even translating or proofreading manuscripts in record time [2, 3]. Yet, while the 

capabilities of AI are undeniably impressive, this raises a critical question: what are the 
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limitations and implications of integrating generative AI into the publication workflow, partic-

ularly in the domain of peer review? 

At present, many leading publishers, including Elsevier, Springer Nature, and JAMA Network, 

have established formal policies governing the use of generative AI in scientific writing and 

peer review [4–8]. These policies often emphasize transparency, discouraging unacknowledged 

AI authorship and warning against reliance on AI-generated content without human validation. 

The core concern underpinning these restrictions is the phenomenon known as “AI hallucina-

tion” – the generation of plausible-sounding but factually incorrect information [9, 10, 11]. 

This phenomenon poses a serious threat to the dissemination of accurate scientific knowledge. 

In medicine, where publications directly inform clinical guidelines and therapeutic decisions, 

the presence of fabricated facts or references can be detrimental. For example, ChatGPT may 

synthesize text that appears authoritative, complete with fabricated citations and erroneous data, 

despite having no access to real-time medical databases such as PubMed or updated literature 

past its training cutoff [9–16]. Even in newer, premium LLMs that are equipped with internet 

access, the outputted references are frequently hallucinatory – fabricated altogether or inserted 

as placeholders with no meaningful connection to the supported claim. In some instances, the 

cited reference may be real but entirely unrelated to the content it is purported to substantiate, 

introducing a false sense of credibility and potentially misleading readers who do not perform 

manual verification. 

Consequently, the uncritical use of such models risks introducing misinformation into the sci-

entific corpus, potentially undermining clinical care and public trust [9, 17]. 

The peer review process is particularly vulnerable to this dynamic. While AI may be leveraged 

to assist in administrative triage (e.g., verifying submission completeness or adherence to for-

matting guidelines), its integration into substantive manuscript evaluation introduces the risk of 

dehumanizing a process built upon expert judgment and critical analysis. Peer review is not 

merely a procedural checkpoint but a cognitive exercise that demands synthesis, skepticism, 

contextualization, and the application of domain-specific expertise–capabilities that current AI 

lacks [1, 18]. 

LLMs such as ChatGPT generate responses based on statistical associations in training data, 

rather than through genuine comprehension or deductive reasoning. These models operate 

through token prediction, optimizing linguistic fluency rather than scientific validity [19]. In 

contrast, human reviewers draw upon a lifetime of experience, ethical reasoning, and real-world 
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understanding of clinical implications–tools that no model, regardless of its complexity, can 

replicate. Thus, the substitution of human reviewers with AI compromises the foundational 

purpose of peer review and threatens the gatekeeping function that upholds scientific quality 

[20]. 

It is also critical to highlight that the over-standardization introduced by AI-driven manuscript 

screening or review can discourage novel or paradigm-shifting research. Homogenized feed-

back, patterned on previous outputs, may suppress the diversity of scientific thought and inno-

vation. Moreover, inappropriate rejection of unconventional but methodologically sound work 

could prevent important advances from entering the academic discourse. 

In light of these concerns, AI should be viewed as an augmentative–not autonomous–tool. It is 

well-positioned to assist authors in drafting, editing, or organizing manuscripts, and may be 

used for non-substantive tasks such as checking grammatical accuracy or enhancing language 

clarity [2, 3]. However, as manuscripts progress through submission and into review, reliance 

on AI should be consciously minimized to preserve the essential human elements of critique, 

reflection, and accountability. 

In conclusion, while the incorporation of AI in medical research and publishing offers signifi-

cant promise for increasing efficiency, its use must be bounded by ethical considerations and 

guided by firm human oversight. Misuse of generative AI risks undermining the reliability of 

the scientific literature, particularly in medicine, where lives may depend on the accuracy of 

published findings. Therefore, safeguarding peer review as a human-driven process remains 

paramount to maintaining the credibility, rigor, and ethical integrity of scientific discourse. 
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